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Reinforcement-related behaviours are commonly implicated 
in normal behaviour and psychopathology. Symptoms of 
dysfunctional reinforcement-related cognitive processes 

may present as hyperactivity, inattention, and conduct and 
emotional problems1. These symptoms are manifest in com-
mon psychiatric disorders, such as depression, attention-deficit/ 

hyperactivity disorder (ADHD), addictions, conduct disorder and 
psychosis2,3, and share similar reinforcement-related cognitive 
processes, including reward processing, inhibitory control and 
social–emotional regulation4. However, while similar cognitive 
processing deficits are involved in different disorders, there are 
clear differences in their behavioural presentation in each disorder.  
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Reinforcement-related cognitive processes, such as reward processing, inhibitory control and social–emotional regulation are 
critical components of externalising and internalising behaviours. It is unclear to what extent the deficit in each of these pro-
cesses contributes to individual behavioural symptoms, how their neural substrates give rise to distinct behavioural outcomes 
and whether neural activation profiles across different reinforcement-related processes might differentiate individual behav-
iours. We created a statistical framework that enabled us to directly compare functional brain activation during reward antici-
pation, motor inhibition and viewing emotional faces in the European IMAGEN cohort of 2,000 14-year-old adolescents. We 
observe significant correlations and modulation of reward anticipation and motor inhibition networks in hyperactivity, impul-
sivity, inattentive behaviour and conduct symptoms, and we describe neural signatures across cognitive tasks that differentiate 
these behaviours. We thus characterise shared and distinct functional brain activation patterns underling different externalis-
ing symptoms and identify neural stratification markers, while accounting for clinically observed comorbidity.
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It is unclear whether and how the reinforcement-related cogni-
tive processes are modulated to achieve the observed behavioural 
differences among these disorders. Identifying the brain activity 
patterns related to various manifestations of dysfunctional rein-
forcement-related behaviour might aid in the characterization of 
underlying biological mechanisms, and in the identification of 
targets for therapeutic intervention5. Furthermore, clinically rele-
vant psychiatric symptoms are typically characterized by dysfunc-
tions not only in one but often in several reinforcement-related 
cognitive processes. For example, ADHD symptoms are known to 
involve dysfunctional inhibitory control1, as well as dysfunctional 
reward processing6. We were interested in dissecting the contri-
bution of different domains of reinforcement-related cognitive 
processes to distinct disorder symptoms, and thus characterizing 
a profile of brain activation specific for each disorder.

Whereas animal models have identified networks of multiple 
cortical and subcortical brain regions involved in reinforcement-
related cognitive processes7, analyses in humans are often based on a 
few predefined regions of interest (ROIs). These include the ventral 
striatum and orbitofrontal cortex (OFC) for reward processing8, the 
right inferior frontal cortex (rIFC) for inhibitory control9 and the 
amygdala and superior temporal sulcus (STS) for social–emotional 
regulation10,11. Often, the underlying assumption is that a cognitive 
process can be represented by a few key brain regions. However, 
we12 and others13–16 have shown that task-induced brain activity may 
involve a complex network of cortical and subcortical brain regions. 
What we do not know is how activity in these networks relates to 
observable behaviour.

In this paper, we provide a systematic characterization of brain 
activity in reinforcement-related behaviour, measuring blood 
oxygen level-dependent (BOLD) response during tasks target-
ing reward anticipation, motor inhibition and social–emotional 
processing. We compare their common and distinct brain activity 
patterns and assess the modulation of task-specific networks in 
externalizing (for example, hyperactivity, inattention, impulsivity 
and conduct symptoms) and internalizing behavioural symptoms 
(for example, emotional and anxiety symptoms)17. We also identify 
signatures of brain activity across tasks that best characterize symp-
toms of externalizing disorders, as well as helping to distinguish one 
symptom domain from the other.

Results
Summary of the analysis strategy. We aimed to compare brain 
activity during functional neuroimaging tasks measuring reward 
anticipation, motor inhibition and social–emotional processing of 
1,506 14-year-old adolescents from the IMAGEN (reinforcement-
related behaviour in normal brain function and psychopathology) 
project4. Of the 1,506 participants investigated in this study, clini-
cal development and well-being assessment (DAWBA) ratings were 
available from 1,190 individuals. Of these individuals, 131 had one 
or more diagnoses; 33 individuals were diagnosed with ADHD, 59 
with emotional problems, 12 with anxiety (general + other) and 33 
with depression (major + other). We reduced the dimensionality 
of brain activation by applying a weighted voxel co-activation net-
work analysis (WVCNA)12,18, followed by a hierarchical clustering 
analysis. The combination of both methods could efficiently reduce 
dimensionality while still preserving localized network features 
from WVCNA. We then calculated the overall correlation between 
functional MRI (fMRI) clusters and symptoms of externalizing or 
internalizing behaviours using ridge-regularized canonical correla-
tion analysis (RCCA)19—a method to detect multivariate relation-
ships between different data types.

First, we tested for an overall significant correlation of externaliz-
ing or internalizing symptoms with brain network activation across 
all fMRI tasks. In cases where we established an overall correlation, 
we looked for associations of each fMRI network with externalizing 
or internalizing behaviours. Finally, we investigated the sensitivity 
and specificity of fMRI clusters across different behaviour compo-
nents. This workflow is shown in Fig. 1.

Identification of reinforcement-related brain fMRI networks. We 
defined brain networks underlying reinforcement-related behav-
iour by using the monetary incentive delay (MID) task to measure 
reward processing20, the stop signal task (SST) to assess motor inhi-
bition21 and the emotional faces task (EFT) to examine social–emo-
tional processing22. In these tasks, we analysed contrasts that were 
most relevant to the reinforcement-related behaviour and eliciting 
the largest BOLD difference; namely, the large win versus no win 
contrast during the reward anticipation phase in the MID task, the 
successful stop versus successful go contrast in the SST, and the 
angry face versus control contrast in the EFT.
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Fig. 1 | Workflow of the analyses. We included the MID task6 as a measure of reward processing, the SST52 as a measure of impulsivity (motor inhibition) 
and the EFT22 as a measure of social–emotional processing, for which the figures of experimental models were adapted from previous publications6,22,52. 
Only strong brain activation (effect size: Cohen’s D > 0.30) was included in the analyses. The WVCNA, in combination with a further hierarchical clustering, 
was implemented to establish the brain fMRI networks. The RCCA was adopted to evaluate the overall correlation between the brain networks and 
reinforcement-related behaviours. Based on the RCCA results, we identified the neural signatures across three brain fMRI networks for each reinforcement-
related behaviour. ITI, intertrial interval.
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We applied WVCNA12,18, which was established by combining 
the scale-free network assumption with a dynamic cut of the den-
drogram23, to maximize the resolution of localized brain network 
features (see Methods for details). Using this approach, we identi-
fied in the MID a brain network consisting of 500 nodes (25,130 
voxels; Fig. 2a), 487 nodes (24,571 voxels) in the SST (Fig. 2b) and 
79 nodes (3,923 voxels) in the EFT (Fig. 2c). We further removed 
redundant information by applying an additional hierarchical 
clustering on these nodes with a static cut at the 90th percentile, 
keeping the 10% most distinctive branches (representing clusters) 
in each dendrogram. This two-step procedure enabled us to effi-
ciently reduce dimensionality while still preserving localized net-
work features from WVCNA (Supplementary Table 1a–c). Using 
this approach, we identified 46 clusters in MID, 41 clusters in SST 
and nine clusters in EFT (Supplementary Table 1a–c and Extended 
Data Fig. 1).

In all three networks, activated clusters were widely spread across 
cortical and subcortical regions, as well as in the cerebellum (Fig. 2 
and Extended Data Fig. 2). Brain regions activated in the three net-
works were often overlapping (Fig. 2d). It is notable that none of 
the ROIs typically associated with reward processing, impulsiveness 
or social–emotional processing was specific to their corresponding 

networks. For example, the ventral striatum and OFC (which are 
typically linked to reward processing8) were activated in both the 
MID task and the SST, whereas the rIFC (which is often associated 
with inhibitory control9) was activated in both the SST and EFT. 
The STS, which is regarded as an essential component of the social 
brain11, was also activated in both the SST and EFT. The dorsal 
amygdala (a central node of emotional processing10) was activated 
not only in the EFT but also in the MID task. However, some activa-
tions were network specific. For example, distinct activations were 
seen in the superior post-central gyrus (that is, the superior primary 
somatosensory cortex), primary auditory cortex (PAC), dorsal stria-
tum and most of the cerebellar vermis during the MID task, in the 
frontal operculum, the orbital part of the rIFC, the inferior primary 
somatosensory cortex and the lingual part of the cerebellar vermis 
during the SST, and in the medial OFC, dorsal posterior cingulate 
cortex, temporal pole and ventral amygdala during the EFT (Fig. 2d 
and Extended Data Fig. 2).

Modulation of reinforcement-related brain fMRI networks in 
different behaviours. Clinical psychopathology in adolescents is 
grouped into externalizing and internalizing disorders24. We were 
interested in examining whether externalizing and internalizing 
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Fig. 2 | Activation maps of MID, SST, EFT and their overlay. a–d, Activation maps showing activation for a large win versus no win in the MID task  
(a), successful stop versus successful go in the SST (b), the angry face versus the control face in the EFT (c) and overlay of the results for all three tasks 
(d). MID, SST and EFT are represented by red, blue and green, respectively. Activation levels were measured as the −log10(transformed P value) and only 
voxels with P < 1.0 × 10−34 (that is, Cohen’s D > 0.3) are shown. L, left; R, right.
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behavioural symptoms correlate with distinct configurations of 
reinforcement-related networks. From the strength and difficul-
ties questionnaire (SDQ) and DAWBA, we selected the entry-level 
questions, including 44 externalizing items covering symptoms of 
ADHD (23 items), oppositional defiant disorder (ODD; 11 items) 
and conduct disorder (CD; ten items), and 21 internalizing items 
covering symptoms of depression (12 items) and anxiety (8 items)  
(Table 1; see Methods for more details). To evaluate the overall rela-
tionship between behavioural symptoms and patterns of brain acti-
vation, we carried out RCCA19. This method seeks to find subsets of 
variables in two datasets that best correlate with each other while sta-
bilizing the result through penalization of correlations within each 
dataset. We first investigated the overall correlation between exter-
nalizing behaviours and 96 clusters from the three fMRI networks 
and found a significant canonical correlation (η2 = 0.854 denotes the 
proportion of behaviour variance explained by the fMRI and is ana-
logue to R2 in the multiple linear regression model; 90% confidence 
interval (CI) = 0.839 to 0.869; adjusted η2 = 0.160; d.f.fMRI = (1,506, 96);  
d.f.behaviour = (1,506, 44); permutation test P value (Pperm) < 0.001; 
see Methods (for details), Table 2 and Supplementary Table 2). 
Please note that a predefined scheme of regulation parameters 
was evaluated throughout for all RCCAs and highly stable results 
were obtained (as shown in Extended Data Fig. 3). For simplicity, 
we only show the results with a regulation parameter of 0.1 in the 
main text. The number of permutations to calculate P values in this 

Table 1 | List of externalizing items from the parent-rated SDQ 
and DAWBA and internalizing items from the child-rated SDQ 
and DAWBA

Externalizing items from the parent-rated SDQ and DAWBA

Hyperactivity

 Restless (SDQ_Parent)

 Fidgety (SDQ_Parent)

 Adhd.fidgets (DAWBA_Parent).

 Adhd.cant.remain.seated (DAWBA_Parent)

 Adhd.runs.or.climbs.when.shouldnt (DAWBA_Parent)

 Adhd.cant.play.quietly (DAWBA_Parent)

 Adhd.cant.calm.down (DAWBA_Parent)

Inattention

 Easily Distracted (SDQ_Parent)

 Attentiveness (SDQ_Parent)

 Adhd.careless.mistakes.inattentive (DAWBA_Parent)

 Adhd.loses.interest (DAWBA_Parent)

 Adhd.doesnt.listen (DAWBA_Parent)

 Adhd.doesnt.finish (DAWBA_Parent)

 Adhd.poor.self.organisation (DAWBA_Parent)

 Adhd.avoids.tasks.needing.thought (DAWBA_Parent)

 Adhd.loses.things (DAWBA_Parent)

 Adhd.distractible (DAWBA_Parent)

 Adhd.forgetful (DAWBA_Parent)

Impulsivity

 Think before action (SDQ_Parent)

 Adhd.blurts.out.answers (DAWBA_Parent).

 Adhd.cant.wait.for.a.turn (DAWBA_Parent)

 Adhd.butts.into.conversations.or.games (DAWBA_Parent)

 Adhd.unstoppable.talk (DAWBA_Parent)

ODD

 Tantrum (SDQ_Parent)

 Generally obedient (SDQ_Parent)

 Odd.temper.outbursts.parent1 (DAWBA_Parent)

 Odd.argues.with.adults.parent1 (DAWBA_Parent)

 Odd.ignores.rules.disobedient (DAWBA_Parent)

 Odd.deliberately.annoys.others (DAWBA_Parent)

 Odd.blames.others.for.own.acts (DAWBA_Parent)

 Odd.easily.annoyed (DAWBA_Parent)

 Odd.angry.and.resentful (DAWBA_Parent)

 Odd.spiteful (DAWBA_Parent)

 Odd.vindictive (DAWBA_Parent)

CD

 Fight or bully others (SDQ_Parent)

 Often lie (SDQ_Parent)

 Steal (SDQ_Parent)

 Cd.lies (DAWBA_Parent)

 Cd.fights (DAWBA_Parent)

 Cd.bullies (DAWBA_Parent)

 Cd.stays.out (DAWBA_Parent)

 Cd.steals (DAWBA_Parent)
Continued

Externalizing items from the parent-rated SDQ and DAWBA

 Cd.runs.away (DAWBA_Parent)

 Cd.cannot.find.at.school (DAWBA_Parent)

Internalizing items from the child-rated SDQ and DAWBA

Anxiety

 Sepa.any.concerns.about.separations (DAWBA_Self)

 Soph.any.concerns (DAWBA_Self)

 Panic.attacks.in.last.4.weeks (DAWBA_Self)

 Fear.or.avoidance.of.crowds (DAWBA_Self)

 Fear.or.avoidance.of.public.places (DAWBA_Self)

 Fear.or.avoidance.of.travelling.alone (DAWBA_Self)

 Fear.or.avoidance.of.being.far.from.home (DAWBA_Self)

 Gena.ever.worries (DAWBA_Self)

 Gena.specific.or.generalized (DAWBA_Self)

 Gena.excessive.worry (DAWBA_Self)

 Many worries (SDQ_Self)

 Many fears (SDQ_Self)

 Anxious in new situations (SDQ_Self)

Depression

 Dep.sad (DAWBA_Self)

 Dep.irritable (DAWBA_Self)

 Dep.loss.of.interest (DAWBA_Self)

 Dep.recent.talk.of.dsh (DAWBA_Self)

 Dep.dsh.recently (DAWBA_Self)

 Dep.dsh.ever (DAWBA_Self)

 Headache/stomach ache (SDQ_Self)

 Unhappy (SDQ_Self)

Table 1 | List of externalizing items from the parent-rated SDQ 
and DAWBA and internalizing items from the child-rated SDQ 
and DAWBA (Continued)
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and all subsequent analyses was 10,000 unless otherwise specified.  
Also, presented P values were always corrected for experiment-
wise multiple comparisons wherever applicable. We then investi-
gated the RCCA between internalizing behaviours and the same 
96 fMRI clusters, but found no overall significance (η2 = 0.574; 
90% CI = 0.547 to 0.602); adjusted η2 = −0.024; d.f.fMRI = (1,506, 96);  
d.f.behaviour = (1506,20); Pperm = 0.786; see Extended Data Fig. 4 for 
more results with alternative parameters). We also did not find 
significant overall correlations with internalizing behaviours when 
analysing each fMRI network separately (Extended Data Fig. 4). 
We therefore constrained our subsequent analyses to externalizing 
behaviours only.

Next, we investigated the contribution of each brain network to 
different behavioural conditions. For the reward anticipation net-
work, we found an overall significant correlation with externalizing 
behaviours (η2 = 0.579; 90% CI = 0.551 to 0.607; adjusted η2 = 0.052; 
d.f.fMRI = (1,506, 46); d.f.behaviour = (1,506, 44); Pperm = 0.036; Table 2 
and Supplementary Table 2). There was also a significant correlation 
between reward anticipation and ADHD behaviours (η2 = 0.365; 
90% CI = 0.335 to 0.394; adjusted η2 = 0.038; d.f.fMRI = (1,506, 46); 
d.f.behaviour = (1,506, 23); Pperm = 0.029; Table 2 and Supplementary  
Table 2), but not ODD/CD behaviours (η2 = 0.338; 90% CI = 0.307 to 
0.370; adjusted η2 = 0.017; d.f.fMRI = (1,506, 46); d.f.behaviour = (1,506, 21);  
Pperm = 0.203; Table 2 and Supplementary Table 2), indicating that 
reward anticipation might be important for ADHD symptoms.  
For the motor inhibition network, we found an overall significant 
correlation with externalizing behaviours (η2 = 0.573; 90% CI = 0.543 
to 0.603; adjusted η2 = 0.103; d.f.fMRI = (1,506, 41); d.f.behaviour = (1,506, 
44); Pperm < 0.001; Table 2 and Supplementary Table 2). There was 
also a significant correlation between motor inhibition and ADHD 
behaviours (η2 = 0.352; 90% CI = 0.320 to 0.384; adjusted η2 = 0.052; 
d.f.fMRI = (1,506, 41); d.f.behaviour = (1,506, 23); Pperm = 0.003; Table 2  
and Supplementary Table 2) and between motor inhibition and 
ODD/CD behaviours (η2 = 0.343; 90% CI = 0.309 to 0.376; adjusted 
η2 = 0.054; d.f.fMRI = (1,506, 41); d.f.behaviour = (1,506, 21); Pperm = 0.003; 
Table 2 and Supplementary Table 2), indicating that motor inhibi-
tion might play a role in both ADHD and ODD/CD symptoms. 
For the social–emotional processing network, we found neither 
significant correlation with externalizing behaviours (η2 = 0.175; 
90% CI = 0.148 to 0.203; adjusted η2 = 0.005; d.f.fMRI = (1,506, 9); 
d.f.behaviour = (1,506, 44); Pperm = 0.392; Table 2 and Supplementary  
Table 2), nor with ADHD behaviours (η2 = 0.089; 90% CI = 0.068 to 
0.110; adjusted η2 = −0.004; d.f.fMRI = (1,506, 9); d.f.behaviour = (1,506, 23);  
Pperm = 0.634; Table 2 and Supplementary Table 2) nor ODD/CD 
behaviours alone (η2 = 0.092; 90% CI = 0.071 to 0.112; adjusted 
η2 = 0.004; d.f.fMRI = (1,506, 9); d.f.behaviour = (1,506, 21); Pperm = 0.294; 
Table 2 and Supplementary Table 2). While the above RCCA results 

provide no indication on the direction of correlation, brain activa-
tions during reward anticipation (the MID task) and motor inhi-
bition (the SST) showed predominantly negative correlations with 
externalizing behaviours through univariate correlation analyses, as 
shown below (see Table 3 and Supplementary Tables 2–4).

Functional brain characterization of behaviours across different 
tasks. While both reward anticipation and motor inhibition networks 
showed significant canonical correlations with ADHD behaviours, 
neither correlation between the first components of the RCCA (its 
square is known as Roy’s largest root (RRoy)25) was significant on its 
own (reward anticipation: RRoy = 0.234; Fisher R-to-Z transformed 
correlation (ZFisher) = 0.237; 90% CI for ZFisher = 0.202 to 0.274; 
Pperm = 0.087; motor inhibition: RRoy = 0.225; ZFisher = 0.229; 90% CI 
for ZFisher = 0.193 to 0.266; Pperm = 0.151), and these correlations were 
additionally shown to be significantly smaller than a meaningful 
effect through an equivalence test for inferiority26 (reward anticipa-
tion: t = −3.98 and P < 0.001 for an upper equivalence bound (ZU) 
of 0.324; motor inhibition: t = −4.06 and P < 0.001 for ZU = 0.319; 
lower equivalence bound (ZL) = −∞; ZU was calculated as the esti-
mated inflation of ZFisher plus a small effect size ΔZ = 0.1 (ref. 27); 
see Methods for details). These results therefore showed that the 
overall significant correlation was unlikely to be represented by 
an individual RCCA component. Therefore, we hypothesized that 
distinctive neural bases may underlie different ADHD behaviours 
and investigated profiles across brain networks that may character-
ize the ADHD components hyperactivity, inattention or impulsivity 
(see Methods). As the factors generated by RCCA are not optimized 
to detect differences in the brain function underlying these behav-
iours, we applied a more sensitive multiple linear regression model. 
Together, reward anticipation and motor inhibition networks were 
found in significant association with the summed score (that is, the 
total score) of ADHD behaviours (R2 = 0.085; 90% CI = 0.063 to 
0.106; adjusted R2 = 0.029; F(87, 1,418) = 1.51; P = 0.002; where R2 is the 
coefficient of determinant that represents the proportion of behav-
ioural variance explained by the fMRI networks in the multiple linear 
model), as well as the total scores of the ADHD components hyper-
activity (R2 = 0.089; 90% CI = 0.067 to 0.110; adjusted R2 = 0.033; 
F(87, 1,418) = 1.58; P < 0.001), impulsivity (R2 = 0.077; 90% CI = 0.057 
to 0.098; adjusted R2 = 0.021; F(87, 1,418) = 1.37; P = 0.017) and inat-
tention (R2 = 0.079; 90% CI = 0.058 to 0.100; adjusted R2 = 0.022; 
F(87, 1,418) = 1.40; P = 0.011). However, we did not find evidence for 
identical associations of these ADHD behaviours with reward 
anticipation and motor inhibition networks: while the motor inhi-
bition network was found in significant association with the total 
scores of all three ADHD components (hyperactivity: R2 = 0.045; 
90% CI = 0.028 to 0.061; adjusted R2 = 0.018; F(41, 1,464) = 1.67; 

Table 2 | RCCA P values based on 10,000 permutations with penalty λ = 0.1 for both fMRI and externalizing behaviour items

ADHD ODD/CD All behaviours

P value η2 (90% CI) P value η2 (90% CI) P value η2 (90% CI)

MID 0.029 0.356 (0.328 to 
0.385)

0.203 0.331 (0.301 to 
0.361)

0.036 0.565 (0.530 to 
0.587)

SST 0.003 0.344 (0.314 to 
0.374)

0.003 0.334 (0.303 to 
0.366)

<0.001 0.558 (0.530 to 
0.587)

EFT 0.634 0.087 (0.067 to 
0.108)

0.294 0.091 (0.071 to 
0.110)

0.392 0.171 (0.145 to 0.197)

All fMRI <0.001 0.836 (0.820 to 
0.851)

Similar results were achieved with a predefined scheme of penalty settings, as shown in Extended Data Fig. 3. η2 denotes the proportion of behaviour variance explained by the fMRI and is analogue to R2 in 
the multiple linear regression model.
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P = 0.005; impulsivity: R2 = 0.051; 90% CI = 0.033 to 0.069; adjusted 
R2 = 0.024; F(41, 1,464) = 1.92; P = < 0.001; inattention: R2 = 0.042; 90% 
CI = 0.026 to 0.059; adjusted R2 = 0.016; F(41, 1,464) = 1.58; P = 0.011), 

the reward anticipation network showed a significant association 
with the total score of hyperactivity (R2 = 0.043; 90% CI = 0.027 to 
0.059; adjusted R2 = 0.013; F(46, 1,459) = 1.427; P = 0.033); however, we 

Table 3 | Prominent clusters of brain networks for hyperactivity, impulsivity, inattention and ODD/CD behaviours

Hyperactivity

MID 
region

Primary behaviour Exploratory analyses

Hyperactivity Impulsivity Inattention ODD/CD

R (95% CI) Pcorrected (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic)

Thalamus −0.091 
(−0.141 to 
−0.041)

0.011 (−3.539) −0.032 
(−0.089 to 
0.012)

0.726 (−1.511) −0.074 
(−0.125 to 
−0.025)

0.040 (−2.918) −0.065 
(−0.109 to 
−0.008)

0.118 (−2.276)

SFJ −0.084 
(−0.134 to 
−0.033)

0.029 (−3.255) −0.014 
(−0.073 to 
0.028)

0.992 (−0.873) −0.066 
(−0.117 to 
−0.016)

0.105 [−2.584] −0.052 
(−0.073 to 
0.028)

0.332 [−1.975]

PAC −0.085 
(−0.135 to 
−0.035)

0.025 (−3.309) −0.025 
(−0.088 to 
0.013)

0.771 (−1.442) −0.051 
(−0.098 to 
0.002)

0.445 (−1.871) −0.063 
(−0.110 to 
−0.010)

0.134 (−2.340)

SPL −0.094 
(−0.144 to 
−0.044)

0.007 (−3.666) −0.045 
(−0.103 to 
−0.002)

0.324 (−2.055) −0.077 
(−0.127 to 
−0.027)

0.031 (−3.000) −0.068 
(−0.113 to 
−0.012)

0.091 (−2.436)

Mid−CS −0.091 
(−0.141 to 
−0.041)

0.011 (−3.552) −0.040 
(−0.098 to 
−0.003)

0.452 (−1.860) −0.075 
(−0.124 to 
−0.024)

0.044 (−2.888) −0.074 
(−0.117 to 
−0.017)

0.044 (−2.613)

MCC −0.084 
(−0.134 to 
−0.034)

0.027 (−3.269) −0.017 
(−0.073 to 
0.028)

0.991 (−0.882) −0.046 
(−0.097 to 
0.004)

0.500 (−1.802) −0.078 
(−0.129 to 
−0.028)

0.028 (−3.059)

Impulsivity

SST 
region

Primary behaviour Exploratory analyses

Impulsivity Hyperactivity Inattention ODD/CD

R (95% CI) Pcorrected (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic)

Left TPJ −0.092 
(−0.142 to 
−0.041)

0.009 (−3.570) −0.067 
(−0.117 to 
−0.016)

0.025 (−2.594) −0.058 
(−0.109 to 
−0.008)

0.062 (−2.270) −0.071 
(−0.118 to 
−0.017)

0.016 (−2.639)

Inattention

SST region Primary behaviour Exploratory analyses

Inattention Hyperactivity Impulsivity ODD/CD

R (95% CI) Pcorrected (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic) R (95% CI) Pa (t statistic)

Right aIFS −0.087 
(−0.137 to 
−0.037)

0.019 (−3.392) −0.017 
(−0.068 to 
0.033)

0.833 (−0.666) −0.056 
(−0.106 to 
−006)

0.073 (−2.184) −0.084 
(−0.126 to 
−0.026)

0.004 (−2.957)

ODD/CD behaviours

SST region Primary behaviour Exploratory analyses

ODD/CD Hyperactivity Impulsivity Inattention

R (95% 
CI)

Pcorrected (t statistic) R (95% 
CI)

Pa (t statistic) R (95% 
CI)

Pa (t statistic) R (95% CI) Pa (t statistic)

rIFC + anterior 
insula

−0.090 
(−0.133 to 
−0.033)

0.011 (−3.246) −0.014 
(−0.065 
to 0.036)

0.980 (−0.546) −0.045 
(−0.095 
to 0.005)

0.295 (−1.754) −0.053 
(−0.109 to 
−0.003)

0.158 (−2.070)

Right aIFS −0.084 
(−0.126 to 
−0.026)

0.027 (−2.957) −0.017 
(−0.068 to 
0.033)

0.954 (−0.666) −0.056 
(−0.106 to 
−0.006)

0.125 (−2.184) −0.087 
(−0.137 to 
−0.037)

0.005 (−3.392)

For each behaviour component, the prominent clusters in each brain network were identified if their univariate correlations with the sum of the corresponding behaviour items (that is, those in the column 
‘Primary behaviour’) were significant after correction for multiple comparisons through 10,000 permutations (column ‘Pcorrected’). For all prominent clusters identified in the first step, we further explored their 
univariate correlations with the remaining behaviour components (that is, those in the column ‘Exploratory analyses). See Supplementary Tables 2–4 for the complete results. aThese P values were evaluated 
based on 10,000 permutations to correct for multiple comparisons in the corresponding exploratory tests.
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found no evidence for an association with impulsivity (R2 = 0.027; 
90% CI = 0.014 to 0.040; adjusted R2 = −0.004; F(46, 1,459) = 0.885; 
P = 0.691) and inattention (R2 = 0.037; 90% CI = 0.022 to 0.052; 
adjusted R2 = 0.006; F(46, 1,459) = 1.214; P = 0.156).

fMRI signature for hyperactivity. The hyperactivity total score 
was significantly associated with reduced activation in six out of 
46 brain regions in the reward anticipation network. These were 
the superior parietal lobule (SPL), middle central sulcus (mid-CS), 
thalamus, PAC, middle cingulate cortex (MCC) and superior fron-
tal junction (SFJ) (Fig. 3a, Table 3 and Supplementary Table 2). We 
investigated the specificity of the observed associations and found 
that the SPL, mid-CS and thalamus were also associated with inat-
tention. The mid-CS and MCC were associated with ODD/CD 
behaviours, whereas no significant association was found with 
impulsivity (Table 3 and Supplementary Table 2). The brain regions 
showed no significant difference in association strength with hyper-
activity and with inattention (ΔZsum = −0.142; 95% CI = −0.384 to 
0.100; Pperm = 0.834) or with ODD/CD behaviours (ΔZsum = −0.128; 
95% CI = −0.377 to 0.121; Pperm = 1) (Table 4), and these associa-
tions were further found to be significantly smaller than a meaning-
ful effect size with equivalence tests (inattention: t = 3.71 and Pone 

tailed < 0.001 for ΔZL = −0.10; t = 6.02; Pone tailed < 0.001 for ΔZU = 0.10; 
ODD/CD behaviours: t = 3.71 and Pone tailed < 0.001 for ΔZL = −0.10; 
t = 5.72; Pone tailed < 0.001 for ΔZU = 0.10). In contrast, the brain regions 
showed a significantly weaker association in the case of impulsivity 
(ΔZsum = −0.308; 95% CI = −0.522 to −0.094; Pperm = 0.017) (Table 4).  

Thus, our findings suggest a shared specificity of brain activation 
during reward anticipation in hyperactivity, inattention and ODD/
CD behaviours, but not in impulsivity (Fig. 3e).

However, in the motor inhibition network, despite the overall 
significant association, none of the six brain regions was signifi-
cantly associated with hyperactivity (Supplementary Table 3a), sug-
gesting that the observed overall association was based on multiple 
fMRI regions of the motor inhibition network, each with a minor 
contribution.

fMRI signature for impulsivity. The left temporoparietal junc-
tion (TPJ) of the motor inhibition network was associated with 
impulsivity (R = −0.092; 95% CI = −0.142 to −0.041; t = −3.563; 
Pperm = 0.010) (Fig. 3b, Table 3 and Supplementary Table 3b), and 
additionally (in exploratory analyses) with hyperactivity (R = −0.067; 
95% CI = −0.117 to −0.016; t = −2.59; Pperm = 0.025) and ODD/CD 
behaviours (R = −0.071; 95% CI = −0.118 to −0.017; t = −2.64; 
Pperm = 0.016), but not with inattention (R = −0.058; 95% CI = −0.109 
to −0.008; t = −2.270; P = 0.062) (Table 3 and Supplementary 
Table 3b), where no significant difference in the strength of asso-
ciation was observed (ΔZhyperactivity = −0.025; 95% CI = −0.073 
to 0.022; Pperm = 0.823; ΔZinattention = −0.033; 95% CI = −0.079 to 
0.012; Pperm = 0.456; ΔZODD/CD = −0.021; 95% CI = −0.069 to 0.027; 
Pperm = 1) (Table 5). These associations were found to be significantly 
smaller than a meaningful effect size with equivalence tests (hyper-
activity: t = 3.10 and Pone tailed < 0.001 for LΔZ = −0.10; t = 5.17 and Pone 

tailed < 0.001 for ΔZU = 0.10; inattention: t = 2.86 and Pone tailed = 0.002 

a

b c d

e

P = 0.017

P = 0.017

P = 0.007

High LowRelative strength of correlation

Hyperactivity
MID regions for hyperactivity

SST regions for impulsivity

SST regions for inattention

SST regions for ODD/CD

Hyperactivity

Hyperactivity

Hyperactivity

Inattention

Inattention

Inattention

Inattention

Impulsivity

Impulsivity

Impulsivity

Impulsivity

ODD/CD

ODD/CD

ODD/CD

ODD/CD

Fig. 3 | a, Reward anticipation network underlying hyperactivity (red; thalamus, SPL, mid-SC, PAC, MCC and SFJ). b, Motor inhibition network underlying 
impulsivity (blue; left middle TPJ). c, Motor inhibition network underlying inattention (green; right aIFS). d, Motor inhibition network underlying ODD/CD 
behaviours (orange; right inferior frontal gyrus + anterior insula and right aIFS). e, Neural signatures of ADHD and ODD/CD behaviours. For each neural 
network identified in a–d, its correlations with the corresponding primary behaviour and the rest of the ADHD or ODD/CD behaviours were compared and 
the corresponding relative strengths of the correlations are plotted (red: hyperactivity; blue: impulsivity; green: inattention; orange: ODD/CD behaviours). 
P values for pairwise significant differences after correction for multiple testing are provided.
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for LΔZ = −0.10; t = 5.73 and Pone tailed < 0.001 for ΔZU = 0.10; ODD/
CD behaviours: t = 3.21 and Pone tailed < 0.001 for LΔZ = −0.10; t = 4.93 
and Pone tailed < 0.001 for ΔZU = 0.10). Together, this suggests a shared 
specificity across ADHD and ODD/CD behaviours during motor 
inhibition (Fig. 3e).

fMRI signature for inattention. In the motor inhibition network, 
we found significant association of the right anterior inferior fron-
tal sulcus (aIFS) with inattention (R = −0.087; 95% CI = −0.137 
to −0.037; t = −3.392; Pperm = 0.019), as well as (in exploratory 
analyses) association with ODD/CD behaviours (R = −0.084; 95% 
CI = −0.126 to −0.026; t = −2.957; Pperm = 0.004), but not with 
impulsivity (R = −0.056; 95% CI = −0.106 to −0.006; t = −2.184; 
Pperm = 0.073) and hyperactivity (R = −0.017; 95% CI = −0.068 to 
0.033; t = −0.666; Pperm = 0.833) (Fig. 3c, Table 3 and Supplementary 
Table 3c). The strength of association of aIFS with inattention was 
not significantly different from those with impulsivity (ΔZ = −0.031; 
95% CI = −0.080 to 0.018; Pperm = 0.562) and ODD/CD behaviours 
(ΔZ = −0.004; 95% CI = −0.052 to 0.045; Pperm = 1) (Table 5), and 
these associations were further found to be significantly smaller than 
a meaningful effect size with equivalence tests (impulsivity: t = 2.77 
and Pone tailed = 0.003 for LΔZ = −0.10; t = 5.26 and Pone tailed < 0.001 for 
ΔZU = 0.10; ODD/CD: t = 3.98 and Pone tailed < 0.001 for LΔZ = −0.10; 
t = 4.18 and Pone tailed < 0.001 for ΔZU = 0.10). However, the strength 
of association of aIFS with inattention was significantly stronger 
than that with hyperactivity (ΔZ = −0.070; 95% CI = −0.124 to 
−0.017; Pperm = 0.017) (Table 5), suggesting distinct specificities  
of hyperactivity and inattention during motor inhibition, and 
shared specificity of inattention with impulsivity and ODD/CD 
behaviours (Fig. 3e).

fMRI signatures for ODD/CD behaviours. ODD/CD behav-
iours were found only in a significant canonical correlation with 
the motor inhibition network. The right aIFS (R = −0.084; 95% 
CI = −0.126 to −0.026; t = −2.96; Pperm = 0.027) and rIFC/ante-
rior insula (R = −0.090; 95% CI = −0.133 to −0.033; t = −3.25; 
Pperm = 0.011) were associated with the summed score of ODD/CD 
behaviours (Fig. 3d, Table 3 and Supplementary Table 4). While both 
regions were also significantly associated with ODD behaviours 
alone, and the rIFC/anterior insula was associated with CD behav-
iours (Supplementary Table 4), their association strength with ODD 
behaviours was significantly stronger than that with CD behaviours 
(ΔZsum = −0.090; 95% CI = −0.175 to −0.006; Pperm = 0.039), suggest-
ing a predominant role of ODD behaviours in the associations with 
both brain regions. Together, prominent ODD/CD regions showed 
no significant difference in association strength with ODD/CD 
behaviours and with inattention (ΔZsum = −0.041; 95% CI = −0.122 
to 0.055; Pperm = 1), nor with impulsivity (ΔZsum = −0.073; 95% 
CI = −0.164 to 0.019; Pperm = 0.274) (Table 5), and these associations 
were found to be significantly smaller than a meaningful effect size 
with equivalence tests (inattention: t = 3.68 and Pone tailed < 0.001 for 
LΔZ = −0.10; t = 5.16 and Pone tailed < 0.001 for ΔZU = 0.10; impulsiv-
ity: t = 2.72 and Pone tailed = 0.003 for LΔZ = −0.10; t = 5.83 and Pone 

tailed < 0.001 for ΔZU = 0.10), but significantly lower than the associa-
tion strength with hyperactivity (ΔZsum = −0.0143; 95% CI = −0.237 
to −0.049; Pperm = 0.007) (Fig. 3e and Table 5).

In conclusion, ADHD and ODD/CD may share several distinc-
tive neural bases during reward anticipation and motor inhibition.

Discussion
Here, we characterize clinically relevant behaviours in adolescents 
by describing brain activation during reinforcement-related cogni-
tive processes. These behaviours include externalizing symptoms of 
hyperactivity, impulsiveness, inattention, oppositional defiance and 
conduct, and internalizing symptoms of anxiety and depression. 
We have used quantitative measures to assess these behaviours, as 

empirical evidence shows that psychopathology is generally more 
dimensional than categorical28—one of the basic premises of the 
research domain criteria29. We interrogated the neural basis of each 
of these behaviours by measuring brain activity during reinforce-
ment-related cognitive tasks of reward processing, motor inhibition 
and social–emotional processing.

We found that activation of similar brain regions is often associ-
ated with different tasks (and behaviours). While well-known repre-
sentative brain areas (for example, the ventral striatum and OFC for 
reward anticipation8, the rIFC for inhibitory control9, and the amyg-
dala and STS for social–emotional processing10,11) were activated as 
expected, these activations were not restricted to one task alone 
(Fig. 2d). This might represent the involvement of shared cognitive 
components in different behaviours that might be less specific to 
individual tasks. For example, the ventral striatum activation during 
motor inhibition was due to the anticipation of a random event30, 
thus the anticipatory component was shared with the reward antici-
pation network, which activates the same region. In some instances, 
it may also be caused by brain activation that reflects task presenta-
tion (for example, motor cortex activation in the active MID task 
and SST, but not during passive viewing in the EFT). Our obser-
vation is consistent with the notion of a basic neural function that 
underlies a complex profile of different behaviours31.

However, the overlap of brain activation across cognitive tasks 
might also indicate the presence of different functional or structural 
domains within a given brain region that relate differentially to  
each task32. This latter hypothesis is supported by the observation of 
low correlations of the same brain regions across tasks. In contrast, 
we found high correlations between different brain regions within 
each task, suggesting network constellations that are specific to each 
individual cognitive task. This specificity was further suggested by 
the observation that the variances of hyperactivity explained by 
reward anticipation and motor inhibition networks are additive 
(that is, the adjusted R2 values were 0.033, 0.013 and 0.018 for both 
networks, reward anticipation and motor inhibition, respectively), 
and thus not overlapping. The specificity of cognitive neural net-
works might thus be defined as much by their internal collaborative 
structure as by the individual brain regions involved33.

We also found highly activated regions (Cohen’s D > 0.30) in the 
MID task that were not expected to be activated in the anticipation 
of a visually presented reward. These included the PAC, which we 
observed to be activated in the absence of any auditory stimulus. As 
the PAC has been found to predict reward value16 and is associated 
with anticipatory motor response34 upon auditory stimulation, our 
findings point towards the possibility of the PAC underlying these 
cognitive processes in a way that is not dependent on the quality of 
the sensory stimulus. In addition, wide areas within the somato-
sensory cortex were also activated in the MID task, further sug-
gesting the recruitment of sensory cortices (including the visual 
cortices) during reward anticipation irrespective of the quality of 
the signal input35.

We found a strong overall correlation (adjusted η2 = 0.160; that, 
is 16% of variance was explained after adjusting for inflation due 
to the involvement of multiple variables) of neural networks with 
externalizing behaviours (ADHD and ODD/CD), particularly 
in reward anticipation and motor inhibition, but did not observe 
a significant correlation with internalizing behaviours (adjusted 
η2 = −0.024). While ADHD behaviours were related to both reward 
anticipation and motor inhibition networks, we found specific neu-
ral signatures that distinguished each of the individual behaviours. 
While brain activity in the reward anticipation network was corre-
lated with both hyperactivity and inattention (Table 3), their activa-
tion patterns were not significantly different (Fig. 3e and Table 4),  
and were in fact equivalent. However, in the motor inhibition  
network, the correlation with inattention was significantly stronger 
than that with hyperactivity (Fig. 3e and Tables 3 and 5), consistent 
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with a greater effort to maintain sustained attention during the task. 
This interpretation is supported by the strong correlation during  
successful motor inhibition of inattention with rIFC activity  
(Fig. 3c and Table 3)—a brain region previously implicated in atten-
tional detection, monitoring and motor inhibition9.

In contrast, for impulsivity, we found no significant correlation 
with the reward anticipation network. In the motor inhibition net-
work, its strongest correlation was with activation of the left TPJ 
(Fig. 3b and Table 3), which, however, shows no significant differ-
ences from (and in practice, appears equivalent to) the correlations 
between left TPJ activation and both hyperactivity and inattention 
(Fig. 3e and Table 5). This observation is in line with the previous 
finding of reduced bilateral TPJ activity in patients with ADHD36.

We thus identified neural signatures that distinguish hyperac-
tivity, inattention and impulsivity on the basis of brain activation 
patterns during reward anticipation and motor inhibition. These 
signatures enable a more refined characterization of ADHD behav-
iour than the currently used distinction between motivational and 
motor inhibitory processes37.

ODD/CD behaviours were related to the motor inhibition net-
work, but not reward anticipation, which is in line with previous 
findings38,39. Activation patterns for ODD and CD behaviours in 
the motor inhibition network were similar, although dominated by 
ODD behaviours, suggesting a shared neural basis (Supplementary 
Table 4)40. Surprisingly, we were not able to distinguish between 
activation patterns in the motor inhibition network in conduct and 
inattention symptoms (Fig. 3c–e and Tables 3 and 5), which were 
also found to be practically equivalent. While this may indicate in 
part a shared neural basis, the phenotypic differences between these 
behaviours also suggest the presence of a distinguishing cognitive 
domain, which we did not capture in our tasks. Nevertheless, the 
shared neural signatures between ODD/CD and ADHD symptoms 
indicate a shared neural basis underlying the high comorbidity 
between ODD/CD and ADHD41,42, supporting the idea of unifying 
ADHD and ODD/CD into a single spectrum disorder43.

It is a limitation of this work (and indeed of all task-based fMRI 
studies) that none of the tasks selected represents all aspects of 
the behavioural domain interrogated. For example, the research 
domain criteria divide reward processing into three different con-
structs and nine sub-constructs. The MID task interrogates only 
two sub-constructs: reward anticipation and early response to 
reward. Nonetheless, it is well established that the MID task, SST 
and EFT capture important and clinically relevant aspects of reward 
processing12, impulsiveness (in particular, response inhibition)44 
and social–emotional processing10, respectively. While we showed 
distinctive patterns in neural networks that stratify ADHD sub-
types/components during reward anticipation (that is, the motiva-
tional pathway) and motor inhibition, the explained variance from 
individual regions of these neural networks is low (R2 < 1%), which 
might be partly due to a task-dependent, incomplete representation 
of neural pathways underlying ADHD. However, given that together 
the neural networks could explain up to 16% of the variance of 
externalizing behaviours (that is, adjusted η2 = 0.160 for RCCA after 
adjusting for the number of variables; also note that this effect could 
be even larger should the ridge regularization not be applied), the 
observed small effect size in the univariate analyses might be due 
to two additional factors. First, the current behavioural constructs 
(for example, hyperactivity, impulsivity and inattention of ADHD) 
might themselves hide heterogeneity, leading to reduced explana-
tion of variance. Second, neural networks might not be homogenous 
(for example, despite a significant overall association of the motor 
inhibition network with hyperactivity across all 40 brain clusters 
(adjusted R2 = 0.018), no cluster survived correction for multiple 
comparisons; Supplementary Table 3a). This is in striking contrast 
with the greater homogeneity of the reward anticipation network, 
for which six out of 46 brain clusters were in significant association 

with hyperactivity (Table 3 and Supplementary Table 2), despite 
smaller overall explained variance (adjusted R2 = 0.013). Thus, the 
reduced effect size may highlight the heterogeneity of behavioural 
components as well as neural networks.

Our approach provides a unified framework with which to inves-
tigate brain activity in reinforcement-related behaviour, enabling 
the characterization of shared and distinct functional brain activa-
tion patterns that underlie different externalizing symptoms. It also 
resulted in the identification of neural signatures that may help to 
stratify these symptoms, while accounting for clinically observed 
comorbidity.

Methods
Ethical approval. The IMAGEN study was approved by local research ethics 
committees at each research site (King’s College London, the University of 
Nottingham, Trinity College Dublin, the University of Heidelberg, Technische 
Universität Dresden, Commissariat à l’Energie Atomique et aux Énergies 
Alternatives and the University Medical Center. Informed consent was sought from 
all participants and a parent or guardian of each participant.

Participants. Complete data on fMRI and behavioural measurements for 1,506 
adolescents (mean age = 14.44 years; s.d. = 0.42 years; range = 12.88–16.44 years; 
female-to-male ratio = 783/723) from the baseline assessment of the IMAGEN 
sample were included in the analyses. Of the 1,506 participants investigated in 
this study, clinical DAWBA ratings were available from 1,190 individuals. Of these 
individuals, 131 had one or more diagnoses: 33 individuals were diagnosed with 
ADHD, 59 had emotional problems, 12 had anxiety (general + other) and 33 had 
depression (major + other). Detailed descriptions of this study have previously 
been published4. Gender, handedness and imaging sites were regressed out before 
the canonical correlation analyses were conducted, and for the rest of the analyses.

SDQ and DAWBA. The SDQ45 is a brief 25-item behavioural screening tool 
probing hyperactivity, emotional symptoms, conduct problems, peer problems 
and prosocial behaviour in 3- to 16-year-old children. In the current study, we 
chose parent-rated hyperactivity (five items) and conduct problems (five items) to 
represent externalizing problems, and child-rated emotional problems (five items) 
to represent internalizing problems (Table 1). This choice was based on findings 
that externalizing problems scores from parents are more reliable than those from 
children themselves, and vice versa46.

In DAWBA47, similar to SDQ, parent-rated ADHD and ODD/CD items, as well 
as child-rated specific phobia, social phobia, general anxiety, fear and depression 
items (Table 1), were included in the analyses.

fMRI data acquisition and analysis. Structural and functional MRI data 
were acquired at eight IMAGEN assessment sites with 3T MRI scanners from 
different manufacturers (Siemens, Philips, General Electric and Bruker). The 
scanning variables were specifically chosen to be compatible with all scanners. 
The same scanning protocol was used at all sites. In brief, high-resolution  
T1-weighted three-dimensional structural images were acquired for anatomical 
localization and co-registration with the functional time series. BOLD 
functional images were acquired with a gradient-echo, echo-planar imaging 
sequence. For all tasks, 300 volumes were acquired for each participant, and 
each volume consisted of 40 slices aligned to the anterior commission/posterior 
commission line (2.4-mm slice thickness; 1 mm gap). The echo time was 
optimized (echo time = 30 ms; repetition time = 2,200 ms) to provide reliable 
imaging of subcortical areas.

Functional MRI data were analysed with SPM8 (http://www.fil.ion.ucl.ac. 
uk/spm). Spatial pre-processing included: slice time correction to adjust for time 
differences due to multi-slice imaging acquisition; realignment to the first volume 
in line; nonlinear warping to the MNI (Montreal Neurological Institute) space 
(based on a custom echo-planar imaging template (53 × 63 × 46 voxels) created out 
of an average of the mean images of 400 adolescents); resampling at a resolution of 
3 × 3 × 3 mm3; and smoothing with an isotropic Gaussian kernel a full width at half-
maximum value of 5 mm.

At the first level of analysis, changes in the BOLD response for each subject 
were assessed by linear combinations of experimental conditions at the individual 
subject level. For each experimental condition (for example, the large win 
condition during the anticipation phase of the MID task), each trial was convolved 
with the haemodynamic response function to form regressors that accounted 
for potential noise variance (for example, head movement) associated with the 
processing of reward anticipation. Estimated movement parameters were added to 
the design matrix in the form of 18 additional columns (three translations, three 
rotations, three quadratic translations and three cubic translations, plus a shift of 
±1 TR (repetition time) for each translation).

For the MID task anticipation phase, we contrasted brain activation during 
anticipation of a large win (represented by a circle with three horizontal lines in 
Fig. 1 and Extended Data Fig. 5) versus anticipation of no win (represented by 
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a triangle in Fig. 1 and Extended Data Fig. 5). For the EFT, we contrasted brain 
activation during viewing of an angry face versus a viewing control (circles). For 
the SST, we contrasted brain activation during successful stop versus successful 
go. The single-subject contrast images were then used in the population-based 
weighted voxel co-activation network analysis.

MID task for fMRI. Participants performed a modified version of the MID task 
to examine neural responses to reward anticipation and reward outcome20. The 
task consisted of 66 10-s trials. In each trial, participants were presented with 
one of three cue shapes (250 ms) denoting whether a target (white square) would 
subsequently appear on the left or right side of the screen and whether zero, two 
or ten points could be won in that trial. After a variable delay (4,000–4,500 ms) 
of fixation on a white crosshair, participants were instructed to respond with a 
left or right button press as soon as the target appeared. Feedback on whether 
and how many points were won during the trial was presented for 1,450 ms after 
the response (Extended Data Fig. 5)6. Using a tracking algorithm, task difficulty 
(that is, target duration, which varied between 100 and 300 ms) was individually 
adjusted such that each participant successfully responded on ~66% of trials. 
Participants had first completed a practice session outside the scanner (~5 min), 
during which they were instructed that for each five points won they would receive 
one food snack in the form of small chocolate candies.

Based on previous research suggesting reliable associations between ADHD 
symptoms and fMRI BOLD responses measured during reward anticipation, the 
current study used the contrast of anticipation of a high win versus anticipation of 
no win. Only successfully hit trials were included here.

Emotional reactivity fMRI model (EFT). This task was adapted from ref. 22.  
Participants watched 18-s blocks of either a face video (depicting anger or 
neutrality) or a control stimulus (Extended Data Fig. 6)22. Each face video 
comprised a black and white video clip (200–500 ms) of a male or female face. Five 
blocks each of angry and neutral expressions were interleaved with nine blocks of 
the control stimulus. Each block contained eight trials of six face identities (three 
female). The same identities were used for the angry and neutral blocks. The 
control stimuli were black and white concentric circles expanding and contracting 
at various speeds that roughly matched the contrast and motion characteristics of 
the face clips.

The neutral blocks contained emotional expressions that were not attributable 
to any particular emotion (for example, nose twitching); however previous research 
has suggested that neutral stimuli are not always interpreted as such. Functional 
imaging studies have found significant activation of the amygdala in response 
to the presentation of neutral faces in healthy adult males48, patients with social 
anxiety and matched control participants49, adolescents with conduct disorder 
problems50 and young men with violent behaviour problems51. This suggests that 
neutral faces may be interpreted as emotionally ambiguous. This study focused 
specifically on the effects of viewing angry faces (versus control faces) to eliminate 
this ambiguity so that any significant relationships between behaviour and brain 
activity could be interpreted as the consequence of viewing negative social  
stimuli (anger).

SST for fMRI. Participants performed an event-related SST designed to study 
neural responses to successful and unsuccessful inhibitory control21. The task was 
composed of go trials and stop trials. During go trials (83%; 480 trials), participants 
were presented with arrows pointing either to the left or to the right. During these 
trials, subjects were instructed to make a button response with their left or right 
index finger corresponding to the direction of the arrow. In the unpredictable stop 
trials (17%; 80 trials), the arrows pointing left or right were followed (on average, 
300 ms later) by arrows pointing upwards; participants were instructed to inhibit 
their motor responses during these trials (Extended Data Fig. 7)52. A tracking 
algorithm changed the time interval between go signal and stop signal onsets 
according to each subject’s performance on previous trials (average percentage of 
inhibition over previous stop trials, recalculated after each stop trial), resulting in 
50% successful and 50% unsuccessful inhibition trials. The inter-trial interval was 
1,800 ms. The tracking algorithm of the task ensured that subjects were successful 
on 50% of stop trials and worked at the edge of their own inhibitory capacity.

Population-based WVCNA. The WVCNA12,18 was applied to parcellate those 
highly co-activated voxels in all three fMRI contrasts (for example, the large win 
versus no win contrast anticipation phase of the MID task, the angry face versus 
control contrast of the EFT, and the successful stop versus successful go contrast of 
the SST. Such a parcellation procedure could effectively reduce the dimensionality 
without losing too much information. The procedure is summarized below.

Pre-processing. For all three tasks, the initial pre-processing steps involved 
removing null voxels (including out-brain voxels based on an automated 
anatomical labelling template) and potential participant outliers from the contrast 
data based on low inter-sample correlations. The activation maps of pre-processed 
data were then generated, and only those positive activations with at least a 
medium effect size (that is, Cohen’s D > 0.3; see the following section for more 
details) were included in the following analyses.

Parameter selection. To minimize the arbitrary choice of parameters, we took the 
default and suggested settings of the R package WGCNA53, except for the soft 
thresholds of adjacency matrices, which were determined as seven for the MID 
task, eight for the EFT and seven for the SST, based on the fitness of scale-free 
topology criteria (Extended Data Fig. 8). The above adjacency matrices were then 
used to generate the topology overlapping matrices, which captured both the 
direct and indirect connections among voxels. The hierarchical clustering was then 
applied on the distance matrices as 1 minus the topology overlapping matrices and, 
together with the dynamic cut-tree function, the fMRI modules were generated as 
functional ROIs. The first principle component of each module was included in the 
following analysis to represent brain activation (or BOLD response). No merge of 
modules was conducted after the hierarchical clustering to avoid using an arbitrary 
threshold.

Effect size threshold for brain activation. Cohen’s D was defined as β1�β2
σpooled

I

. Cohen 
proposed (reluctantly) to use Cohen’s D = 0.5 for a two-sample t-test, as well as an 
alternative option of using the correlation coefficient r = 0.3 as the threshold for a 
median effect size27. As pointed out by Cohen, these two effect sizes (that is, D and r)  
could be mutually transformed (that is, a two-sample t-test could alternatively be 
understood as testing for a correlation between the group label and the pooled 
sample) so that (in case the variances are equal in both groups and the total  
sample is N):

tffiffiffiffi
N

p ¼ D2�sample

k
¼ rffiffiffiffiffiffiffiffiffiffiffiffi

1� r2
p

where t is the t statistic and k is determined by the percentage of each group in 
the full sample (that is, p and q, respectively) as 

ffiffiffiffiffiffiffiffiffiffi
1=pq

p

I
, for which the minimum 

value 2 is acquired when the sample sizes are equal in both groups (that is, p = q). 
A clear difference between D and r in a two-sample t-test could therefore be 
readily understood as while the achieved statistical power depends on the exact 
sample size in each group for Cohen’s D, the achieved statistical power of r (that 
is, the correlation coefficient) only depends on the full sample size. Therefore, 
the proposed thresholds for median effect size (that is, D = 0.5 and r = 0.3) are 
not equivalent, and r = 0.3 is more stringent than D = 0.5 (r ≤ 0.243 depending on 
the exact sample size in each group). This highlights the fact that the choice of a 
threshold for effect size is flexible in certain ways, if not completely arbitrary.

However, in the case of a one-sample t-test with the same definition of D, the 
relationship between the t statistic and effect size D now changes to tffiffiffi

N
p ¼ D1�sample

I

.  

Therefore, Cohen’s D in a one-sample t-test shares a similar relationship to the 
achieved statistical power with the correlation coefficient r in a two-sample  
t-test in that only the total sample size matters. Therefore, to achieve the same 
statistical power as for r = 0.30 (that is, the threshold of the median effect size)  
with the same sample size, the equivalent Cohen’s D of a one-sample t-test could  
be calculated as 0.32.

In addition, Cohen27 also discussed the differences in Cohen’s D between 
two-sample and one-sample t-tests (case 3 in chapter 2). He suggested using the 
transformation D1�sample ¼ D2�sample=

ffiffiffi
2

p

I
 to re-calculate the critical values for the 

one-sample t-test, for which the corresponding threshold of the median effect size 
is therefore D = 0.35. However, this transformation aims to achieve equal statistical 
power between the one-sample and two-sample t-tests on the condition that the 
sample size in the one-sample t-test is half of that in the two-sample t-test, with 
balanced sample sizes in both groups.

Despite alternative strategies in calculation, both thresholds are indeed similar; 
therefore, we used Cohen’s D = 0.30 as the threshold of the median effect size for 
a one-sample t-test, which is agreeable with both calculations when keeping one 
decimal.
RCCA. Canonical correlation analyses (CCAs) have been widely used to 
investigate the overall correlation between two sets of variables54. However, in our 
case, due to high intra-correlations in both brain fMRI networks and behavioural 
items, multicollinearity was a potential risk factor that could jeopardize the validity 
of following statistical inference. Therefore, we adopted the RCCA proposed by  
ref. 19, where two ridge-regularization parameters, λx and λy, are added to the 
diagonals of corresponding covariance matrices to avoid the singularity.

As our purposes were not to maximize the power of prediction, instead of 
estimating the optimal regulation parameters55, we fixed the regulation parameters 
across all analyses. Although multiple predefined regulation parameters were 
investigated (that is, 0.1, 0.2, 0.3, 0.4 and 0.5) for both λ values, the significance 
of major results was consistent throughout all settings (Extended Data Fig. 3); 
therefore, we simply report the P values and relevant statistics based on the 
regulation parameter 0.1. It is also noteworthy that optimization of the regulation 
parameter almost surely invalidates any attempt to calculate internalized P values 
through the permutation test, unless the optimization procedure is also permuted, 
which is very difficult (if not impossible) due to the extremely high computational 
demands of optimization at each iteration. It should also be noted that current 
optimization procedures of CCA-related approaches focus on maximizing the 
prediction power for the first component and are therefore not a real optimum for 
our purpose of evaluating the overall correlation described below.
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RCCA was then applied on two sets of standardized variables to investigate 
their overall correlation. For each correlation, the P value or significance level 
was determined using permutation tests, where the individual IDs of behaviour 
items were randomly shuffled at each iteration to generate the null distribution 
of statistics of interest. Particularly, we used the eta square (η2) to represent the 
proportion of mutually explained variance between the two sets of variables. 
This is analogous to the R2 value (that is, the coefficient of determination) in a 
multiple linear model. η2 was defined as 1 − λWilks, where λWilks (Wilks’s lambda) is a 
commonly used effect size in CCA56 and could be calculated as the multiplication 
of unexplained variance for the correlation of each pair of components:

λWilks ¼
Yk

i¼1

ð1� ρ2i Þ

where ρ2i
I

 denotes the squared correlation (that is, the mutually explained variance) 
between the ith pair of RCCA components, and k denotes the total number of 
CCA components for each set of variables. Note that η2, similar to R2, increased 
when more variables were included in the CCA, even if all of these variables were 
completely irrelevant. Therefore, we further included an adjusted η2 (analogous to 
the adjusted R2) to correct for the inflation in η2 caused by the increased number of 
variables as:

η2adj ¼ 1� 1� η2

1� η20

where η20
I

 represents the expected η2 under the null hypothesis that there is no 
relationship between the two sets of variables (that is, it acts as a measure of 
inflation in η2), and can be directly estimated through the permutation test. Clearly, 
η2adj
I

 is a monotonic increasing function of η2, where η2adj
I

 tends to 0 when η2 ! η20
I

, 
and to 1 when η2 → 1.

The standard error (s.e.) of η2 was then estimated using Jackknife57,58, and 
the corresponding 90% confidence intervals were calculated as [Z5% × s:e:η2

I
 + η2, 

Z95% × s:e:η2
I

 + η2], where Zx% denotes the Z score at the x% quantile of a standardized 
normal distribution.

Comparison of related associations/correlations through permutation. To 
compare two correlations, a Fisher’s transformation is normally applied to 
first normalize the distributions of correlations. The transformed correlations, 
now following the normal distribution, can then be compared directly, and the 
corresponding differences should also follow a normal distribution59. However, 
estimation of the variance of such a difference should properly consider the 
relationship of variables involved in calculating the correlations. For example, in 
the present paper, we are interested in the difference between two correlations that 
share one variable in common (that is, in the form of cor(A,B) versus cor(A,C). 
While the analytical solution of the variance estimation for the above case has 
been extensively investigated in the past60–62, we additionally implemented the 
permutation process to empirically investigate the variance, which is not only 
known to be robust even if the normality assumption has been violated, but also 
enables us to investigate multiple comparisons together, where the variance of 
summed absolute differences under the null hypothesis could be directly estimated 
through the permutation process.

In the present paper, we directly calculated the P value (which was determined 
by the underlying variance) of the observed summed absolute difference through 
a permutation process as the chance of randomly observing (that is, at each 
permutation iteration) a summed absolute difference larger than the original 
observation. For comparison purposes, we included the results from Steiger’s 
test61 in the relevant tables, which were highly similar to the results using the 
permutation test.

Equivalence test. Whenever a null result was observed from a statistical test, no 
meaningful statistical inference could be drawn unless a proper test was conducted 
to show that the observed non-significant effect size was indeed smaller than 
a meaningful threshold. In the present study, we adopted the equivalence test 
through a ‘two one-sided test’ procedure26 in which the observed effect size was 
tested against a lower equivalence bound (with a null hypothesis that the observed 
effect size was lower than this lower bound) and an upper equivalence bound (with 
a null hypothesis that the observed effect size was larger than this upper bound). 
If both tests were significant, we could then conclude that the observed effect size 
was statistically smaller than a meaningful one; hence, in a sense, equivalent to 
zero. In cases in which we were only interested in a one-tailed test (for example, we 
were only interested in a positive correlation or R2), it was “also possible to test for 
inferiority, or the hypothesis that the effect is smaller than an upper equivalence 
bound, by setting the lower equivalence bound to ∞”26. This strategy was generally 
applicable even without knowledge of the exact distribution of the observed effect 
size (such as in the RCCA), for which the confidence interval could be established 
based on variance estimated through methods such as bootstrap or jackknife.

Equivalence test for the first eigenvalue of RCCA. Due to the fact that correlations 
between RCCA components are forced non-negative, a test for the first eigenvalue 

is equivalent to that for the correlation (for which the square is also known as 
Roy’s largest root) between the first pair of components in the RCCA. We therefore 
only tested for inferiority in the corresponding equivalence test (that is, where ZL 
was set as to −∞ and ZU (that is, ZFisher, Fisher’s r-to-z transformed correlation) 
was calculated as the inflated ZFisher0 between the first components of the RCCA 
under the null hypothesis (estimated through permutation) plus a small effect size, 
q = 0.1, suggested by Cohen (that is, the difference between two Fisher-transformed 
correlations, known as Cohen’s q27). The standard deviation (σz) of the observed 
ZFisher could be estimated through jackknife57,58, and the corresponding t statistic for 
the one-tailed test could be calculated as t = (ZFisher − 0.1 − ZFisher0)/σZ.

Equivalence test for comparison of related correlations. Similar to above, the 
corresponding lower and upper equivalence bounds (ΔZL and ΔZU) of Fisher’s 
r-to-z transformed correlation ZFisher were set as −0.1 and 0.1, to represent a tiny 
effect size (Cohen’s D = 0.1). The variance σ2Z

� �

I
 of the observed ZFisher was estimated 

through jackknife, and the corresponding t statistics of one-tailed tests for the 
lower and upper bounds could be given as (0.1 + ZFisher)/σZ and (ZFisher − 0.1)/σZ, 
respectively.

Data distribution assumptions. Normality assumptions were made for all 
regression or correlation coefficients where either t statistic or F statistic test was 
applied. While the normality assumption was not formally tested, it has been 
guaranteed by the central limit theorem given the large sample in the present 
data63. For the RCCA-related analyses, no assumption for data distribution was 
made as the null distributions were estimated directly through permutation.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
IMAGEN data are available from a dedicated database: https://imagen2.cea.fr.

Code availability
Custom code that supports the findings of this study is available from the 
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Extended Data Fig. 1 |  Dendrograms of heirachical clustering for WVCNA nodes. Dendrogram trees and static cut at 90% quantile of height of branches 
for (A) MID, (B) SST and (C) EFT nodes from WVCNA.
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Extended Data Fig. 2 | Overlapped functional brain regions. Overlapped Functional Brain Regions (Cohen’s D > 0.30) Identified across All Three Tasks.
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Extended Data Fig. 3 |  Extended RCCA results between fMRI and externalizing behaviours. RCCA results between fMRI and externalising behaviours 
based on 1000 Permutation with predefined Regulation Parameters: A. The Effect Size (η2) and Confidence Intervals; B. P-values.
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Extended Data Fig. 4 | Extended RCCA results between fMRI and internalizing behaviours. RCCA results between fMRI and internalising behaviours 
based on 1000 Permutation with predefined regulation parameters.
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Extended Data Fig. 5 | The design of monetary incentive delay (MID) task. The figure of experimental paradigm was adapted from a previous 
publication6.
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Extended Data Fig. 6 | The design of emotional face task (EFT). The figure of experimental paradigm was adapted from a previous publication22.
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Extended Data Fig. 7 | The design of stop signal task (SST). The figure of experimental paradigm was adapted from a previous publication52.
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Extended Data Fig. 8 | Plot of soft-threshold for MID (A), EFT (B) and SST (C). The soft-thresholds were picked as 7 for MID, 8 for EFT and 7 for SST.
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For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.
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The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings
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Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection Psytool platform was used to collect data for both SDQ and DAWBA assessment. 

Data analysis All statistical analyses were conducted in the R programme. The R package WGCNA was used to conduct WVCNA of task-based fMRI 
Data. Preprocessing and first level analyses of task-based fMRI data were conducted in SPM8.
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We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
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- Accession codes, unique identifiers, or web links for publicly available datasets 
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Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size In total 1506 individuals with complete data of fMRI or behaviours were involved in the present study. This sample size is sufficiently to detect 
effect size as little as 2%  of variance with a statistical power 95% at significance level 0.0001.

Data exclusions Individuals with incomplete data across fMRI and behaviours were excluded in the CCA analyses. Also, individuals were excluded during the 
WVCNA procedure if they were detected as outliers, i.e. highly different from the rest of the sample.

Replication No replication was conducted due to the unique character of this sample. 

Randomization As a population study, no randomization was conducted. However, covariates (i.e. gender, research sites and handedness) were regressed out 
before the conduct of CCA from all fMRI and behaviour data.  

Blinding As a population study, no blinding was conducted. 

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, 
quantitative experimental, mixed-methods case study). 

Research sample State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic information 
(e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving 
existing datasets, please describe the dataset and source.

Sampling strategy Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to 
predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale 
for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria 
were used to decide that no further sampling was needed.

Data collection Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, 
computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether 
the researcher was blind to experimental condition and/or the study hypothesis during data collection.

Timing Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample cohort.

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the rationale 
behind them, indicating whether exclusion criteria were pre-established.

Non-participation State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no 
participants dropped out/declined participation.

Randomization If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if 
allocation was not random, describe how covariates were controlled.

Ecological, evolutionary & environmental sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, 
hierarchical), nature and number of experimental units and replicates.

Research sample Describe the research sample (e.g. a group of tagged Passer domesticus, all Stenocereus thurberi within Organ Pipe Cactus National 
Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and 
any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, 
describe the data and its source.

Sampling strategy Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size 
calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.

Data collection Describe the data collection procedure, including who recorded the data and how.
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Timing and spatial scale Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for 
these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which 
the data are taken

Data exclusions If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, 
indicating whether exclusion criteria were pre-established.

Reproducibility Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to 
repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

Randomization Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were 
controlled. If this is not relevant to your study, explain why.

Blinding Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why 
blinding was not relevant to your study.

Did the study involve field work? Yes No

Field work, collection and transport
Field conditions Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

Location State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water 
depth).

Access and import/export Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and 
in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing 
authority, the date of issue, and any identifying information).

Disturbance Describe any disturbance caused by the study and how it was minimized.

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Clinical data

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies
Antibodies used Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

Validation Describe the validation of each primary antibody for the species and application, noting any validation statements on the 
manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines
Policy information about cell lines

Cell line source(s) State the source of each cell line used.

Authentication Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for 
mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines
(See ICLAC register)

Name any commonly misidentified cell lines used in the study and provide a rationale for their use.
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Palaeontology
Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the 

issuing authority, the date of issue, and any identifying information).

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), 
where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new 
dates are provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Animals and other organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

Laboratory animals For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.

Wild animals Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals 
were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if 
released, say where and when) OR state that the study did not involve wild animals.

Field-collected samples For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, 
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or 
guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Human research participants
Policy information about studies involving human research participants

Population characteristics Healthy Caucasian adolescents at age 14 were recruited from middle-class school across Europe. Of the 1506 participants 
investigated in this study, clinical DAWBA ratings are available from 1190 individuals. Of these individuals 131 have one or more 
diagnoses: 33 individuals were diagnosed with ADHD, 59 with emotional problems, 12 with anxiety (general + other) and 33 with 
depression (major + other)

Recruitment Healthy Caucasian adolescents at age 14 were recruited from middle-class school from multiple sites across Europe (London, 
Nottingham, Dublin, Paris, Manhannm, Berlin, Dresden, Humberg).

Ethics oversight The IMAGEN Study was approved by local ethics research committees at each research site: King’s College London, University of 
Nottingham, Trinity College Dublin, University of Heidelberg, Technische Universität Dresden, Commissariat à l’Energie Atomique 
et aux Energies Alternatives, and University Medical Center. Informed consent was sought from all participants and a parent/
guardian of each participant.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data
Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.

Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.

Outcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

ChIP-seq
Data deposition

Confirm that both raw and final processed data have been deposited in a public database such as GEO.

Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.
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Data access links 
May remain private before publication.

For "Initial submission" or "Revised version" documents, provide reviewer access links.  For your "Final submission" document, 
provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.

Genome browser session 
(e.g. UCSC)

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to 
enable peer review.  Write "no longer applicable" for "Final submission" documents.

Methodology

Replicates Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of 
reads and whether they were paired- or single-end.

Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone 
name, and lot number.

Peak calling parameters Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and 
index files used.

Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold 
enrichment.

Software Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a 
community repository, provide accession details.

Flow Cytometry
Plots

Confirm that:

The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).

All plots are contour plots with outliers or pseudocolor plots.

A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a 
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples 
and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell 
population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging
Experimental design

Design type two even-related tasks: Monetary Incentive Delay Task (MID), Stop Signal Task (SST); one block design task: Emotional 
Face Task (EFT)

Design specifications MID: The task consisted of 66 10-second trials. In each trial, participants were presented with one of three cue shapes 
(cue, 250 ms) denoting whether a target (white square) would subsequently appear on the left or right side of the 
screen and whether 0, 2 or 10 points could be won in that trial. After a variable delay (4,000-4,500 ms) of fixation on a 
white crosshair, participants were instructed to respond with left/right button-press as soon as the target appeared. 
Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response. 
 
SST:The task was composed of Go trials and Stop trials. During Go trials (83%; 480 trials) participants were presented 
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with arrows pointing either to the left or to the right. During these trials, subjects were instructed to make a button 
response with their left or right index finger corresponding to the direction of the arrow. In the unpredictable Stop trials 
(17%; 80 trials), the arrows pointing left or right were followed (on average 300 ms later) by arrows pointing upwards; 
participants were instructed to inhibit their motor responses during these trials. 
 
EFT: Participants watched 18-second blocks of either a face movie (depicting anger or neutrality) or a control stimulus. 
Each face movie showed black and white video clips (200-500ms) of male or female faces. Five blocks each of angry and 
neutral expressions were interleaved with nine blocks of the control stimulus. Each block contained eight trials of 6 face 
identities (3 female). The same identities were used for the angry and neutral blocks. The control stimuli were black and 
white concentric circles expanding and contracting at various speeds that roughly matched the contrast and motion 
characteristics of the face clips.

Behavioral performance measures For both event related tasks MID and SST, performance tracking systems were implemented to adjust difficulty of the 
tasks to ensure the overall performance of each participant (i.e. successfully responded on ~66% of trials in the MID and 
50% successful rate in inhibition trials in the SST). As a passive viewing task, there is no performance measure for the 
EFT. 

Acquisition

Imaging type(s) BOLD functional signal

Field strength 3 Tesla

Sequence & imaging parameters Structural and functional MRI data were acquired at eight IMAGEN assessment sites with 3T MRI scanners of different 
manufacturers (Siemens, Philips, General Electric, Bruker). The scanning variables were specifically chosen to be 
compatible with all scanners. The same scanning protocol was used in all sites. In brief, high-resolution T1-weighted 3D 
structural images were acquired for anatomical localization and co-registration with the functional time-series. Blood-
oxygen-level-dependent (BOLD) functional images were acquired with gradient-echo, echo-planar imaging (EPI) 
sequence. For all fMRI tasks, 300 volumes were acquired for each participant, and each volume consisted of 40 slices 
aligned to the anterior commission/posterior commission line (2.4 mm slice thickness, 1 mm gap). The echo-time (TE) 
was optimized (TE=30 ms, repetition time (TR)=2,200 ms) to provide reliable imaging of subcortical areas.

Area of acquisition Whole brain scan 

Diffusion MRI Used Not used

Preprocessing

Preprocessing software Functional MRI data were analysed with SPM8 (Statistical Parametric Mapping, http://www.fil.ion.ucl.ac.uk/spm). 
Spatial preprocessing included: slice time correction to adjust for time differences due to multi-slice imaging acquisition, 
realignment to the first volume in line, non-linearly warping to the MNI space (based on a custom EPI template 
(53x63x46 voxels) created out of an average of the mean images of 400 adolescents), resampling at a resolution of 
3x3x3mm3 and smoothing with an isotropic Gaussian kernel of 5 mm full-width at half-maximum. 

Normalization see above

Normalization template see above

Noise and artifact removal At the first level of analysis, changes in the BOLD response for each subject were assessed by linear combinations at the 
individual subject level, for each experimental condition (e.g. reward anticipation high gain of Monetary Incentive Delay 
(MID) task), each trial was convolved with the hemodynamic response function to form regressors that account for 
potential noise variance, e.g. head movement, associated with the processing of reward anticipation. Estimated 
movement parameters were added to the design matrix in the form of 18 additional columns (three translations, three 
rotations, three quadratic and three cubic translations, and every three translations with a shift of ±1 TR).

Volume censoring N/A

Statistical modeling & inference

Model type and settings At the first level of analysis, changes in the BOLD response for each subject were assessed by linear combinations at the 
individual subject level. For the second level analysis, we establish the following contrasts: For the MID anticipation 
phase we contrasted brain activation during ‘anticipation of high win [here signaled by a circle] vs anticipation of no-win 
[here signaled by a triangle]’; For the emotional faces task (EFT) we contrasted brain activation during ‘viewing Angry 
Face vs viewing Control [circles]’; For the stop signal task (SST) we contrasted brain activation during ‘successful stop vs 
successful go’. The single-subject contrast images were then taken to the population-based weighted co-activation 
network analysis.

Effect(s) tested For the activations of each contrast, the one-sample t-test was applied for each voxel. 

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference
(See Eklund et al. 2016)

Ridge-restricted canonical correlation analysis (RCCA) was applied to detect the overall correlation between fMRI 
clusters generated from WVCNA and internalising/externalising behaviours.



7

nature research  |  reporting sum
m

ary
O

ctober 2018

Correction Either permutation or Bonferroni correction was applied wherever applicable. 

Models & analysis

n/a Involved in the study
Functional and/or effective connectivity

Graph analysis

Multivariate modeling or predictive analysis

Functional and/or effective connectivity Report the measures of dependence used and the model details (e.g. Pearson correlation, partial 
correlation, mutual information).

Graph analysis Weighted Voxel Co-activation Network Analysis (WVCNA) was applied to establish task specific 
segregations of highly activated voxels across the whole brain.  

Multivariate modeling and predictive analysis WVCNA and a further hierarchical clustering were applied to reduce the dimension of task fMRI data. The 
hence derived fMRI clusters were investigated for multivariate correlations with externalising and 
internalising behaviours through RCCA.    
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